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Efficient & Smart Processors in IoT

Smartchips: VLSI implementations of machine learning (on-chip learning)
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Challenge: ultra-efficient computation
Scale,speed, energy, interconnection, etc
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Accelerating AI algorithms in Post-Moore era

Mooreôs Low

wall

App. examples: SVM, CNN, VGG, ImageNet é
Explosion Device 
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Two

directions

Neurongrid @Stanford

Brein @Hokkaido Univ.

CNN kernel array @anywhere
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General purpose parallel computing Performance
Cost

Generality

Approximate Computing
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Rich trade-off

Beyond trade-off



How about Analog-like? 

ÂPros: Small circuit size Ąmany functions/area

Opportunities for low power

High speed by Parallelism

There are a lot of opportunities for:

(very) low power and  (very) high speed

This is what is needed for current digital system

ÂCons: Limited accuracy

Â Programmability !!! Expertise 

Represent ``dataò by various ``carriersò
Ą analog, probability, time, oscillation, etc



Power dispassion

Power of VLSI chips: ~ sub-watt
Lamps: ~ 10-watt
Home-area machines: ~ 100-watt
Motors: ~ 1000-watt
Manufacturing Machines: ~ 10000-watt

Why we are not satisfied by such a tiny power order?



Power dispassion

Reason 1: unplug devices
portable; body area (wearable); wireless; space exploration; bio-

embedded. 



Power dispassion

Reason 2: heating!!!
¸ Speed and reliability: MOS-FETs are extremely temperature 

dependent devices
¸ Life-time



Chip size

Generally, smaller sizes are always pursued due to:
1. Inner-connection
2. Die yield
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Chip size

1. Inner-connection



Chip size

2. Die yield

die yield        = (1 + (defects per unit area die area)/a)-a

How many chips are available?



Chip size

Ç Example

¸ wafer size of 12 inches, die size of 2.5 cm2, 1 defects/cm2,  a= 3 
(measure of manufacturing process complexity)

¸ 252 dies/wafer (remember, wafers round & dies square)

¸ die yield of 16%

¸ 252 x 16% = only 40 dies/wafer die yield !

Ç Die cost is strong function of die area

¸ proportional to the third or fourth power of the die area???



Outline 

üWhat/Why/Why_not is     analog computing
üClassic textbook type analog computing: OPAMP-based
üOscillation driving analog
üMachine learning driving analog



What is analog computing

Error sensitive tasks

?11253 =·

?1101110010111 =+

Possible but hard Faster

Reliably

Error tolerant tasks

Which is caw? 
Is he a bad man? 



Digital V.S. Analog Computation

ÂDigital:

V(t) V(t)

t t

Digital

Circuit

All energies are utilized to eliminate Noise 

Strong Non-linearity of digital circuits can eliminate Noise



Digital V.S. Analog Computation

ÂAnalog:

V(t)

t

ÅWe cannot eliminate noise

ÅLinearity of Amplifier is important

ÅAudio Amplifier: all energy is used to guarantee linearity 

V(t) = data

= noise, distortion  Ą always interfere with signal 

=>  There is certain limitation in terms of computation accuracy 



ά.Ǌŀƛƴ-ƭƛƪŜ /ƻƳǇǳǘƛƴƎέ ŀƛŘŜŘ ōȅ ŀƴŀƭƻƎ

Â!ƭƎƻǊƛǘƘƳǎ Ƴǳǎǘ ōŜ ά9ǊǊƻǊ ǘƻƭŜǊŀƴǘέ ƛƴƘŜǊŜƴǘƭȅ  

(A lot of opportunities for ANALOG computing)

ƶProblems itself includes plenty of variations

ƶDecision making: based on Majority voting

>> device level fluctuation 

Ą Noise is eliminated through voting 

?



Computational accuracy 

ÂOn algorithm side

ÂCircuit/Device inaccuracy 

Brain-like Computing

Ą/ƭŀǎǎƛŦƛŜǊ  όbbΣ {±aΣ ΧΧύ

D= Similarity Meas. (Euclidean, Manhattan, Gaussianéé)

Assume ů: 30%
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Number of dimensions

ÂAlgorithms allowable maximum:     %30max=s

ÂCircuit / Device
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Number of dimensions

ÂAlgorithms allowable maximum:     %30max=s

ÂCircuit / Device
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Choose analog if you are sure 

you can sacrifice something in 

your specific tasks
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üWhat/Why/Why_not is     analog computing
üClassic textbook type analog computing: OPAMP-based
üOscillation driving analog
üMachine learning driving analog



Candidate (1) OPAMP-based analog computing

Classic, textbook-like, easy, convenient

To analyze an op-amp feedback circuit:

ÅAssume no current flows into either input terminal

ÅAssume no current flows out of the output terminal

ÅConstrain: V+ = V-

Original idea of OPAMP:
Even tiny difference on +/- will be 
amplified to infinitely large
Thus, OPerationalAMPlifier



Inverting Amplifier Analysis

virtual

ground Vx=0
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Current = I
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Non-Inverting Amplifier Analysis

Quiz 1-1
Derivate it
= 3 min.s



Op-Amp Buffer

Vout = Vin

Isolates loading 

effects

A

High output 
impedance

B

Low input 
impedance



Op-Amp Differentiator



Op-Amp Integrator



Op-Amp Summing Amplifier



Op-Amp Differential Amplifier

If R1 = R2 and Rf = Rg:


